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1. OVERVIEW
The current connectivity technologies for rural kiosks in

developing countries, such as dial-up, Very Small Aperture
Terminals (VSAT) and long-distance wireless, tend to be
both expensive and failure prone. We propose the use of
buses and cars as “mechanical backhaul” devices to carry
data to and from a village and an Internet gateway. Build-
ing on the pioneering lead of Daknet [2], we have designed
a comprehensive solution, encompassing naming, address-
ing, forwarding, routing, identity management, application
support, and security [1]. We believe that this architecture
not only meets the top-level goals of low-cost and robust-
ness, but also exposes fundamental architectural principles
necessary for any such design.

Although kiosk controllers can communicate with the In-
ternet using a variety of connectivity options, our focus is
on the use of mechanical backhaul, which is provided by
cars that pass by a kiosk and also an Internet gateway. We
call such entities ferries. A ferry has a small, recharge-
able, battery-powered computer with 20-40GB of storage
and a WiFi card. It opportunistically communicates with
the kiosk controllers and Internet gateways on its path.

Ferries upload and download data opportunistically to and
from an Internet gateway, which is a computer that has a
WiFi interface, storage, and an always-on connection to the
Internet. The gateways are likely to be present in cities
having DSL or cable broadband Internet access. A gate-
way collects data opportunistically from a ferry and stages
it in local storage before uploading it to the proxy on the
Internet. It also downloads data from the proxy on behalf
of kiosk users, and transfers them opportunistically to the
appropriate ferry, governed by a routing protocol. In our
implementation, we use a Soekris computer both for ferries
and for gateways.

Existing Internet services are typically unable to deal with
delays and disconnections. Therefore, we propose the use of
a disconnection-aware proxy that hides disconnection from
legacy servers. The proxy is resident in the Internet and es-
sentially has two halves. One half establishes disconnection-
tolerant sessions with applications running on a recycled PC
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or on a mobile user’s device. The other half communicates
with legacy servers. Data forwarding between the two halves
is highly application dependent. To support application-
specific protocols, we allow applications to instantiate an
application-specific plug-in at the proxy.

Finally, the last component of our architecture are the
legacy servers that are typically accessed using TCP/IP and
an application-layer protocol such as POP, SMTP, or HTTP
by a proxy. We do not require any changes to legacy servers.

2. VIDEO APPLICATION
We demonstrate the operation of the KioskNet system

through a disconnection tolerant video application called
oTube. oTube allows KioskNet users to upload and down-
load videos to the Internet without an end-to-end connection
to any server on the Internet. oTube consists of two compo-
nents: an application that runs on the kiosk and a plug-in
at the proxy. The kiosk component provides the user with a
graphical user interface for requesting content from an online
video sharing site. The kiosk component also allows users to
record videos, which may be uploaded to the Internet. When
a download or upload is initiated by the user, oTube com-
municates with a local Opportunistic Communication Man-
agement Protocol (OCMP) daemon running on the kiosk.
OCMP encapsulates the oTube data as bundles, which are
stored in persistent storage to survive hardware failures or
shutdowns while waiting for a ferry. When a passing ferry
is detected, OCMP transfers the opaque oTube data to the
ferry. Like the kiosk, the ferry also stores the data in persis-
tent storage. When the ferry is within range of an Internet
gateway, the data is transferred to the proxy. On the proxy,
the OCMP daemon invokes the oTube plug-in, which uses
the data contained within the bundle to communicate with
an Internet video site. After a successful transaction, the
proxy sends an acknowledgment all the way back to the user
via the gateway, the ferry, and the kiosk controller, in the
same fashion.
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